
Genetic Algorithm for Burst Detection and
Activity Tracking in Event Streams�
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Abstract. We introduce a new model for detection and tracking of
bursts of events in a discrete temporal sequence, its only requirement
being that the time scale of events is long enough to make a discrete time
description meaningful. A model for the occurrence of events using with
Poisson distributions is proposed, which, applying Bayesian inference
transforms into the well-known Potts model of Statistical Physics, with
Potts variables equal to the Poisson parameters (frequencies of events).
The problem then is to find the configuration that minimizes the Potts
energy, what is achieved by applying an evolutionary algorithm specially
designed to incorporate the heuristics of the model. We use it to ana-
lyze data streams of very different nature, such as seismic events and
weblog comments that mention a particular word. Results are compared
to those of a standard dynamic programming algorithm (Viterbi) which
finds the exact solution to this minimization problem. We find that,
whenever both methods reach a solution, they are very similar, but the
evolutionary algorithm outperforms Viterbi’s algorithm in running time
by several orders of magnitude, yielding a good solution even in cases
where Viterbi takes months to complete the search.

1 Introduction and State of the Art

Suppose you are the marketing manager of a publishing house which has recently
released a book targeted at being a new best-seller, you have launched a mar-
keting and PR campaign and want to know its impact. One thing you can do
is to collect e-mails from public discussion forums on books and check for those
that talk about the topic the new book deals with. Once these messages have
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been selected, you end up with a temporal sequence of events. The campaign can
be considered successful if after the targeted advertising campaign, references to
the book show up as a burst of activity in your temporal series.

In the area of “topic detection and tracking” (TDT) [1], once the document
topics have been identified, the sequence of documents for a particular topic can
be regarded and analyzed as any other temporal series. There are many natural
and social phenomena that produce such temporal series of events: seisms, books
or CDs sales, news, e-mails and citations to a scientific paper, to name a few. In
all of them, events roughly concentrate in bursts in which, loosely speaking, the
frequency of their occurrence first rises, stays there for a while and then fades
away. In a graphical representation of such sequences these bursts are more or
less visible; however, a precise automatic detection of these bursts and of the
frequency of events in them is not trivial because the sequence of events is a
stochastic process and noise hides the relevant information. Even in the middle
of the burst, events can apart from each other. On the contrary, even if there is
no such burst, a few events may be close together. Discriminating whether these
are just noise or a significant part of a burst is the real problem that we address
in this paper.

Different statistical techniques[6,3,5] have been applied to analyse temporal
changes in document streams. In particular, Kleinberg proposed in [6] a prob-
abilistic automaton to model the frequency of document arrival, e-mails with a
given topic in his case. High activity episodes or bursts correspond to intervals of
high frequency of arrival. The most probable sequence of frequencies follows from
Bayesian inference through Viterbi’s dynamic programming algorithm [4,7]. A
similar analysis using an evolutionary algorithm (EA) instead was recently pro-
posed by some of us [2].

However, there is a limitation in Kleinberg model: events can happen at any
time instant, which is true for a certain kind of them (for instance, the problem
that motivated Kleinberg, which was e-mail classification). However, the time-
scale of some events is so long that this may be too much information for a proper
modeling. For instance, low intensity earthquakes have a timescale of days; sales
are registered with a timescale of days or even weeks, and e-mails on a given
topic in a discussion forum also have a timescale of days (an accurate registering
of time leads to some modeling issues as the difference between day and night, for
instance). A typical sequence of such events consists of the number of occurrences
per day, per week, per month or other adequate time period, which is a discrete
temporal sequence that cannot be correctly modeled by Kleinberg’s model. That
is the main reason why we propose here a new automaton model for such a kind
of sequences and apply it to several data streams of this type. The search for
the most probable sequence of frequencies is made with both Viterbi’s algorithm
and an EA. When the complexity of the temporal sequence is high enough, the
latter, which we present here, is shown to perform much better, even in cases in
which Viterbi is infeasible.

The rest of the paper is organized as follows: section 2 describes the proba-
bilistic model, section 3 introduces the EA to obtain the most probable sequence



304 L. Araujo, J.A. Cuesta, and J.J. Merelo

of event frequencies, and section 4 shows the performance in applications to dif-
ferent kinds of data. Results are summarized in section 5.

2 Potts Model for Event Streams

Suppose we have an event log along T time units (days, months, years. . . ) that
registers the number of events which occurred at all times t = 0, 1, . . . , T . If
events arrive at a constant average frequency, λ, independently of each other,
the number of events at any given time, n, follows a Poisson distribution

P (n|λ) = e−λ λn

n!
, n = 0, 1, 2 . . . (1)

Frequencies may be different at different times, so assuming independence of
events occurring at different times, the probability that we observe a certain
stream of events {n1, n2, . . . , nT } will be given by

P (n1, n2, . . . , nT |λ1, λ2, . . . , λT ) =
T∏

t=1

P (nt|λt), (2)

where λt denotes the event frequency at time t, and P (n|λ) is given by (1).
In a typical experiment we have the stream {n1, n2, . . . , nT } and what we

want to estimate is the sequence of frequencies which these events have occurred
with. Thus we apply Bayesian inference and express

P (λ1, . . . , λT |n1, . . . , nT ) =
P (n1, . . . , nT |λ1, . . . , λT )P (λ1, . . . , λT )

P (n1, . . . , nT )

=
exp

{∑T
t=1(nt ln λt − λt)

}
P (λ1, . . . , λT )

P (n1, . . . , nT )
∏T

t=1 nt!
,

(3)

where we have inserted (2) once 1 has been substituted into it.
Our problem is now to make a sensible choice of the prior P (λ1, . . . , λT ), given

the situation we want to model. To begin with, we will assume that the sequence
of frequencies is a Markov process, i.e. the frequency that the events a time t have
arrived with only depends on the frequency of arrival at the previous time step.
This is, of course, a simplification; if the process that models the frequencies has
memory, its modeling is hopeless unless we have further information on it. On
the other hand, most stochastic processes in real life are Markov processes, so
this is a reasonable assumption. Therefore,

P (λ1, . . . , λT ) = P (λ1)P (λ2|λ1) · · · P (λT |λT−1). (4)

For practical purposes we will assume that frequencies can only take values from
a discrete set Λ. Then we take P (λ1) = 1/E, with E the number of frequencies
in Λ, i.e. any frequency is considered as likely to be observed initially as any
other. This reflects our lack of knowledge about the initial the state. For P (λ′|λ)



Genetic Algorithm for Burst Detection and Activity Tracking 305

we make the hypothesis that if the process has frequency λ at time t − 1, then
it will tend to have the same frequency at time t; so with probability p, λ′ = λ,
and with probability 1 − p, λ′ �= λ and will equiprobably take any other value of
the frequency. Thus,

P (λ′|λ) = p δλ′,λ +
1 − p

E − 1
(1 − δλ′,λ), (5)

where δλ′,λ = 1 if λ′ = λ and 0 otherwise. A more convenient rewriting is

P (λ′|λ) =
1 − p

E − 1
(1 − δλ′,λ + eK δλ′,λ) =

1 − p

E − 1
eKδλ′,λ , (6)

where we have introduced the new parameter K = log[p(E − 1)/(1 − p)].
If we now introduce the prior (4), with these choices, into equation (3),

P (λ1, . . . , λT |n1, . . . , nT ) =
exp

{∑T
t=1(nt ln λt − λt) +

∑T
t=2 Kδλt,λt−1

}

Z(K; n1, . . . , nT )
, (7)

where

Z(K; n1, . . . , nT ) = E

(
E − 1
1 − p

)T−1

P (n1, . . . , nT )
T∏

t=1

nt! (8)

is a normalizing factor and therefore can also be written

Z(K; n1, . . . , nT ) =
∑

{λt∈Λ}T
t=1

exp

{
T∑

t=1

(nt ln λt − λt) +
T∑

t=2

Kδλt,λt−1

}
. (9)

Expressions (7) and (9) define the well-known Potts model of Statistical
Physics [8] in a one-dimensional lattice, with λt the Potts variable at site t,
K the coupling constant and ϕ(λt) = nt ln λt − λt, for fixed nt, an external field
acting on λt.

Once we have an expression for P (λ1, . . . , λT |n1, . . . , nT ) we can obtain the
desired estimation for the sequence of frequencies {λ1, . . . , λT } as that which
maximizes this probability. Since Z(K; n1, . . . , nT ) is independent on the fre-
quencies and the numerator of (7) is an exponential, maximizing this probabil-
ity is equivalent to maximizing the argument of the exponential (i.e. minus the
energy of the configuration in the Potts model), namely

f(λ1, . . . , λT ) =
T∑

t=1

(nt ln λt − λt) + K

T∑

t=2

δλt,λt−1 , (10)

which turns into a well-defined fitness function for an evolutionary algorithm.
Please note that the two sums have competing effects on the frequencies: the
first one gets maximized when every λt is as close as possible to nt, while the
second one reaches its maximum when all frequencies are equal. The “coupling”
K is then a parameter that tunes the “stiffness” of the estimation, i.e. the larger
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K, the more new events will be assumed to have arrived with the same frequency
as the previous ones. Playing with K we can smooth out the intrinsic noise that
the data unavoidably contain, and at the same time capture net differences in
the frequencies.

3 Evolutionary Algorithm for Event Frequency Tracking

We propose an EA to perform the search of the sequence of event frequencies
which maximizes (10). First of all, we need to estimate the model parameters.
An estimate of the minimum, λmin, and maximum, λmax, frequencies can be
λmin = (1/2)T−1, λmax = 2M , with T the longest interval without events, and
M the maximum number of events registered in a time unit. The value of E,
i.e. the number of different frequencies (states of the automaton) considered is
then given by E = λmax/λmin. Thus the possible frequencies are λα = αλmin,
α = 1, · · · , E.

The choice of p (see 5) is rather arbitrary. However, it enters the model through
K ( see 6), and this parameter is rather insensitive to the precise value of p
provided it is in the range ∼ 0.3–0.7. Thus, after checking that other choices
lead to the same results, we have taken p = 0.5.

The fitness function is directly provided by (10). In what follows we define
the remaining ingredients of the EA.

3.1 Individuals and Initial Population

The most immediate representation of the individuals of our EA would be a
sequence of T frequencies, one for each time unit. Accordingly, an individual
would be a list of T genes gt, where gt ∈ {0, · · · , E} is the frequency at time
t, αt.

However, many adjacent times can be assigned the same frequency, so the
sequence of transitions can be compacted. Thus, an individual is a variable length
list, in which each position, or gene, represents a time interval with the same
frequency. Each gene is composed of a frequency and of an identifier of the first
and the last time of the interval.

g1 g2 · · · · · · · · · gf

α1, [1, t2 − 1] αt2 , [t2, t3 − 1] · · · · · · · · · αtf
, [tf , T ]

The initial population of our algorithm is composed of individuals composed
of randomly generated sequences of frequency transitions. The simplest way of
creating one such sequence is to choose a few times at random and use them
to split the whole period of time into intervals, every one of which is assigned
a random frequency. Some preliminary experiments have shown, however, that
such a naive strategy gives rise to a search space much too large for the algorithm
to be efficient. Accordingly, we propose a different strategy. We again choose a
random set of times for splitting, but remove those for which the number of
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events in the preceding interval differ in less than 50%. Afterwards, the first
interval is assigned a random frequency and subsequent intervals are assigned a
random higher frequency if they have more events than the preceding interval
or a random lower frequency if they have less events.

3.2 Crossover Operator

We have adopted the classic one point crossover, which creates two offsprings
by splitting two individuals at a crossover point and swapping their second bits.
Then, the best offspring replaces the worst parent (steady state, elitist strategy).

There are some details that have to be dealt with, though. The crossover point
lies in genes g and g′ of both parents, respectively. Thus after swapping, unless
both g and g′ have the same frequency, each of these genes will become two, one
on the left of the crossover point and one on the right, with different frequencies.
Several strategies have been tested, but the most efficient one is to leave them
as two genes if the number of events at the crossover instant and the preceding
instant differ more than 50%; otherwise both the left and right genes are assigned
the frequency of g or g′ at random, and thus converted back in a single gene.

3.3 Mutation Operator

We have implemented three different mutation operators and each time a mu-
tation occurs one of them is applied at random. The operators are:

1. Choose a gene at random and with equal probability increment or decrement
its frequency to the next or previous one.

2. Join two consecutive genes to produce a single one with a frequency randomly
taken from one of the original genes.

3. Split a gene in two and assign a different frequency to each piece: one of them
is given the frequency of the original gene and the other one is incremented
or decremented (depending on whether the number of events is larger or
smaller than that of the other piece) a random amount. This operator is
only applied if the resulting number of events at both sides of the partition
differ more than 50%.

4 Experimental Results

The present model relies on two assumptions: (i) that events occur with a Pois-
son distribution and (ii) that frequency changes occur with a constant proba-
bility and contiguous frequencies are uncorrelated. In order to test the Bayesian
reconstruction with our EA independently of these two assumptions we have
first tested the model against data streams artificially created using Poisson dis-
tributions of different frequencies. The sequence art poisson1 presents short
periods of constant frequency and small frequency jumps, and the sequence
art poisson2 presents long periods of constant frequency and large frequency
jumps. The outcome of our EA has been compared with that of Viterbi’s algo-
rithm (an exhaustive search algorithm for Markov chains) as well as with the



308 L. Araujo, J.A. Cuesta, and J.J. Merelo

0 50 100 150 200
time

0

5

10

15

20

fr
eq

ue
nc

y

real frequencies
generated data
fit frequencies

0 200 400 600 800 1000
time

0

5

10

15

20

25

30

fr
eq

ue
nc

y

real frequencies
generated data
fit frequencies

(a) (b)

Fig. 1. Artificial sequences created to test the EA: art poisson1 (a), and art poisson2
(b). We plot the exact sequence of frequencies (full lines), the number of events gener-
ated with this sequence along 200 (a) or 1000 (b) time steps (dots), and the result from
the EA as well as Viterbi’s algorithm (dashed line; both results are indistinguishable
in the plot).

exact sequence of frequencies. Both algorithms have been implemented in C++
and run on a Pentium IV 2.4MHz and 1Gb of memory running Linux. Results
appear in Figure 1. First of all, we can observe that Viterbi’s algorithm repro-
duces with high accuracy the sequence of frequencies, which proves the validity
of the Bayesian inference applied to this model, but the EA yields results which
are indistinguishable from them, which proves the validity of the EA —at least
for these simple sequences.

The next step taken has consisted in tuning the parameters of the EA. For
this purpose we have chosen art poisson2. Figure 2 shows the final fitness at-
tained by the EA for different population sizes (a) as well as its evolution with
time for a fixed population (b). Plotted data are averages over 5 different EA
runs. Figure 2(a) shows that fitness improves with the population size for any
setting of the remaining parameters, although beyond 103 individuals and using
intermediate values for crossover and mutation rates, no further improvement is
obtained. Figure 2(b) shows the fast increase of fitness to its maximum, which
is faster the larger the population is (although actual differences are negligi-
ble). Figure 3 shows the effect of crossover and mutation on the fitness, also
for art poisson2. It can be observed that the best results are obtained with a
crossover rate ∼ 30–60% and a mutation rate ∼ 15–25%.

4.1 Results on Real Data

We have applied our EA to real streams of events of very different nature. The
first one, shown in Figure 4, provides the daily number of earthquakes of mag-
nitude ≥ 2 which occurred in Spain in the period 2002/01/01–2004/11/221.
Figure 4(a) illustrates the fit produced by the EA with 103 individuals, a 30%
1 Data taken from the “Advance National Seismic System Catalog”, web page

www.ncedc.org/cnss/catalog-search.html.
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Fig. 2. (a) Final fitness attained with different population sizes for several values
of crossover and mutation rates. (b) Evolution of the fitness along 104 generations
(crossover rate = 50%, mutation rate = 15%), for different population sizes.
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Fig. 3. Fitness reached with different values of the crossover rate (with a 15% of mu-
tation) (a) as well as of the mutation rate (with a 50% of crossover) (b), for several
population sizes. Total number of generations: 104.

of crossover, a 5% of mutation and run for 5 × 103 generations. Figure 4(b) is a
cumulative plot of the same results. The goodness of the fit is more evident in
this latter plot, so the remaining data are plotted using this representation. The
second and third set of data are formed by the comments on ‘blog’ and ‘Google’,
respectively, sent to all blogs hosted in Blogalia (http://blogalia.com) during the
period January 2002-January 2006. A cumulative plot of these data, as well as
the fits produced by the EA with 103 individuals, a 50% of crossover, a 15% of
mutation and run for 104 generations, appear in Figure 5. Despite being data of
a very different nature, the fit is as good as that for the earthquakes. One of the
most important aspects to remark about our experiments is the comparison of
the execution times needed by the EA and by the Viterbi’s algorithm. As it can
be seen in Table 1, Viterbi required about two orders of magnitude more time to
reach the solution than the EA. In fact, in two of the cases Viterbi was stopped
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Fig. 4. Fit to the daily number of earthquakes of magnitude ≥ 2 which occurred in
Spain in the period 2002/01/01–2004/11/22.
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Fig. 5. Time sequence of comments on ‘blog’ and ‘Google’ during the period January
2002-January 2006

without reaching a solution, and the time to get it was estimated extrapolating
from the time required to compute every time step. The main reason for such
an impressive improvement in performance is the fact that the EA conducts a
search very much guided by the heuristics on the particular problem under study
that can be implemented in the evolution operators (in our case, for instance, the
way crossover and mutation are implemented eliminates trials which assign dif-
ferent frequencies to segments with similar number of events). This dramatically
reduces the size of the search space, so much as to render feasible problems that

Table 1. Execution times required by the EA and estimated for Viterbi

Viterbi EA
earthquakes 7140862 s (> 82 days) 27514.2 s (7.64 hours)
coment blogs 697412 s (> 8 days) 25139.3 s (7.00 hours)
coment google 237800 s (> 2 days) 35609.4 s (9.89 hours)
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would not be so with a standard algorithm like Viterbi’s. These two elements:
the accuracy of the results, and the dramatic increase in performance, justify
the application of an EA to this problem.

5 Conclusions

In this paper we have proposed a model for detection and tracking of bursts in
data streams coming from a wide range of problems. The model applies to those
problems which are well represented by a discrete temporal series where we have
a log of the number of events every time unit (day, week, month, year. . . ). We
model event occurrences by Poisson distributions and apply Bayesian inference
to find the sequence of Poisson parameters that maximizes the likelihood. The
problem is shown to be equivalent to minimizing the energy of the well-known
Potts model of Statistical Physics. We use the negative of this energy as the
fitness of a special purpose evolutionary algorithm to solve this problem, and
apply it to streams of data obtained from earthquake detection and from we-
blog comments. The results are very similar to those obtained from Viterbi’s
algorithm, which is guaranteed to find the absolute maximum of such problems.
However, execution times for the evolutionary algorithm are about two orders of
magnitude smaller than those employed by Viterbi, thus leaving the evolution-
ary algorithm as the only available tool to reach a solution in a reasonable time
for real collections of data.
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